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ABSTRACT

In this work we study certain aspects of the problem of wa-
termarking images, not for the classical example of own-
ership identification, butl instead for embedding a unique
tdentifier that can act as a “serial number” for the image
in which it is embedded. In this context, two fundamental
questions are: (a) what is the mazimum number of different
watermarks that can be distinguished reliably? (b) what are
good design techniques for watermarking methods to approx-
tmate that maximum? Under the assumption that attacks
can be modeled as additive noise, we provide answers to both
questions. To answer (a), we first show how the process of
inserting a watermark is analogous to that of storing bits in
certain devices, and then we compule the storage capacity
of these devices. To answer (b), we present a specific design
of a modulator to store information in those devices. Nu-
merical simulations reveal that although strongly suboptimal
in the number of bits they can effectively store in an image,
stmple and very low complexity modulator designs are able
to pack enough bits in an image to be useful in practice.

1. INTRODUCTION

1.1. Problem Description

Popular communication systems like the Internet allow for
the wide distribution of electronic data. Content providers
are faced with the challenge of how to protect their elec-
tronic data. This problem has generated a flurry of re-
cent research activity in the area of digital watermarking
of electronic content for copyright protection. Unlike the
traditional visible watermark found on paper, the challenge
here is to introduce a digital watermark that does not alter
the perceived quality of the electronic content, while be-
ing robust to attacks. For instance, in the case of image
data, typical signal processing operations (such as linear
and nonlinear filtering, cropping, rescaling, noise removal,
lossy compression, etc.) should ideally be such that if they
result in alteration or suppresion of the inserted watermark,
then the resulting image must have been so severely de-
graded to render it worthless. Equally important to this
robustness requirement, the watermark should not alter the
perceived visual quality of the image. It is clear then that
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from a signal processing viewpoint, the two basic require-
ments for an effective watermarking scheme (i.e., robustness
and transparency) conflict with each other.

Watermarking applications, at a coarse level, can be
grouped into two main categories: source-basedapplications
and destination-based applications.

e Source-based watermarks are typically used for pur-
poses of ownership identification and tampering de-
tection. A unique watermark signal is hidden in all
copies of a particular image, prior to its distribution.
Then, examination of the particular signal hidden in
a given image can reveal who the originator of the im-
age is, whether parts of the image have been tampered
with (e.g., if the picture in a photo id has had the face
replaced), etc. Furthermore, watermarks can be used
to embed application-dependent information (not nec-
essarily dealing with security issues), that can be kept
even when the image is transferred accross different
media such as disk, D1 tape, high-quality printouts,
etc.

e Destination-based watermarks are typically used for
tracing purposes. A distinct watermark signal that
uniquely identifies a particular copy of the image is
hidden in each copy, prior to its distribution, acting
as a “serial number” for the image. Then, in case
of detecting multiple unauthorized copies of a given
image, retrieval of that serial number can identify the
particular user whose image was used to create the
illegal copies.

In this work, we are interested in destination-based wa-
termarks.

1.2. Watermarks Based on Spread-Spectrum Tech-
niques

Cox et al. [3] introduced the concept of “spread spectrum
watermarking”. They observed that for a watermark to
be robust, it must be somehow inserted into the most per-
ceptually significant image components: otherwise, it could
be erased completely simply by suppressing from a given
image its least perceptually significant components (e.g.,
using a good lossy coding algorithm), without altering the
perceived image quality. Clearly, in order for the changes
introduced to the perceptually significant components of
an image to remain invisible, these changes must be small.
However, small perturbations are very sensitive to noise.



The approach taken in that work was conceived based
on an analogy to the operation of secure communication
systems based on the spread spectrum technique [1]. In
such systems, an information bearing narrowband signal
is converted into a wideband signal prior to transmission,
by modulating the information waveform with a wideband
noiselike waveform that is not known to the jammer. As
a result of this bandwidth expansion, within any narrow
spectral band, the total amount of energy from the infor-
mation signal is small; however, by appropriately combining
all these weak narrowband signals at the demodulator, the
original information signal is recovered. Hence a jammer,
unaware of the shape of the wideband carrier, is forced to
spread its available power over a much larger bandwidth,
thus reducing its effectiveness. The same idea is applied
to insert a watermark. Many small (and secret) changes
are introduced into the most significant image components,
and because during the watermark extraction process (the
receiver, in the secure comm system analogy) the location
and value of these changes is known, it is possible to concen-
trate the information of all these small changes to come up
with a robust decision on the presence/abscence of a water-
mark. Furthermore, to destroy such a watermark noise of
high amplitude would be required in all these perceptually
significant components, drastically reducing the perceived
image quality too.

Some of the most effective watermarking methods devel-
oped so far are based on this idea.

1.3. Watermarks Based on Models of the Human
Visual System

A significant amount of effort has been invested in under-
standing properties of the human visual system, in order
to apply this knowledge in the development of solutions to
image processing problems. Recently, visual models have
been developed specifically for the performance evaluation
of lossy image compression algorithms [8] (i.e., algorithms
which degrade the original image quality in their recon-
struction, in order to achieve higher compression ratios than
would be otherwise possible). One common paradigm for
perceptual coding is based on deriving an image dependent
mask containing the just noticeable differences (JND), a set
of thresholds used to compute perceptually-based quantiz-
ers. These models, originally built for the perceptual coding
application, are ideally suited for watermarking: the JND
thresholds provide upper bounds on watermark intensity
levels. Hence, a criterion is available to address simultane-
ously the conflicting goals of robustness and transparency:
a watermark can be made maximally strong, subject to the
invisibility constraint (where invisibility is determined from
the JND thresholds).

An effective watermarking technique based on these prin-
ciples was presented in [4].

1.4. Main Contributions and Paper Organization

Our work focuses on destination-based watermarks, for
tracing purposes. In this context, an attack that does not
eliminate the watermark completely, but instead changes
it just enough so that when the watermark is read a dif-
ferent identifier is recovered, is still considered successful.

Hence, two most important issues that any such watermark-
ing method must deal with are 1.- deciding how many differ-
ent watermarks can be distinguished reliably, and 2.- how to
design watermarking algorithms that can effectively achieve
this maximum. The main contribution presented in this
work is an answer to both questions in a simple and elegant
manner. The problem of inserting watermarks is formu-
lated as one storage of data in an imperfect device, where
the imperfections are due to image processing operations
that intentionally or unintentionally modify the watermark.
In this framework, the number of different watermarks that
can be reliably distinguished is found by computing the
capacity of that device; and furthermore, this formulation
motivates a specific method to effectively store watermarks
in that device.

In terms of related work, we found two relevant refer-
ences:

¢ O Ruanaidh et al [6] present an argument based on
the calculation of the capacity of a suitably defined
Gaussian channel, to motivate a particular scheme for
encoding watermarks; however, they do not address
the issue of how many watermarks can be reliably en-
coded. Furthermore, in their construction of the Gaus-
sian channel, the noise variances involved were picked
based on some sound intuition, but not based on a rig-
orous definition of “visibility”, as given by perceptual
image models.

e Smith and Comiskey [7] propose to consider the image
to be watermarked as noise in a communication sys-
tem, where the signal to transmit is the watermark.
While their approach has the advantage of not requir-
ing the original image to extract a watermark, their
main disadvantage is that by not distinguishing be-
tween image data (that must be preserved) and im-
pairments introduced by a jammer (that must be de-
feated), the number of different watermarks that can
be reliably distinguished is significantly reduced.

The rest of this paper is organized as follows. In Sec-
tion 2, we show how images can be modeled as storage de-
vices (for watermarking purposes), and compute the storage
capacity of such devices. In Section 3 we present the design
of an algorithm to insert watermarks in an image; this al-
gorithm is essentially a modulator for the storage devices.
In Section 4, we report on extensive numerical simulations
conducted to determine the actual number of bits that can
be reliably stored using our modulator, to measure how
much this number deviates from the theoretical limit. The
paper concludes with a summary and a discussion on future
work in Section 5.

2. IMAGES AS ARRAYS OF STORAGE
DEVICES: CAPACITY ISSUES

2.1. Images as Array of Storage Devices

In [4] a technique for inserting watermarks is proposed, in
which an image is broken into N components



These components can be either blocks of DCT coefficients
or sets of subband coefficients. For each component, they
define a vector

p® =¥ P k=1...N
of positive real numbers, where each pgk) denotes the max-
imum standard deviation of the noise that can be tolerated
by cl(.k) and still remain perceptually invisible. The vectors
p® are computed based on models of the human visual sys-
tem thoroughly studied in the context of perceptual coding.

A watermark is inserted in an image by generating random
vectors

with mean zero and identity covariance matrix I; the water-
marked image is then defined to be that with components

M) = [cgk) + pgk)wgk), R (k) —|—p£Lk) w&k)], k=1...N

Given an arbitrary set of image components é'(k), a water-
mark is retrieved simply by inverting the operations defin-
ing MW",

(k)

(lk) Er(nk) — U

PEER

, k=1...N

Our interpretation of an image as representing an array
of storage devices is based on the fact that the Ck)g play
the role of “boxes” in which the random vectors W) are
stored.

Consider now the process of retrieving a watermark. In
general, either due to intentional attacks or due to normal
image processing operations, W) * W(k); this is why we
regard our storage devices as being “imperfect”. And here
is where we make our big modeling assumption: we postu-
late that a retrieved noise sequence is equal to the original,
corrupted by additive noise. That is,

WwE —w® 4 gE® - g =1, N
where J) = []ik) ]&k)] is a zero mean random vector
with covariance matrix ol. This is how we arrive at the
model shown in Fig. 1.

Device 1 Device 2 Device N

Figure 1: An image, regarded as an array of parallel addi-
tive noise channels.

2.2. Storage Capacity of the Array

Our first task was to decide how many different watermarks
can be reliably stored in the array. Based on our model
above, that problem corresponds to deciding what is the
storage capacity of the array, as a function of the noise
variance o,

To perform this calculation, we invoke a basic result on
optimal jamming strategies presented as a homework prob-
lem in [2]. Consider the single-letter channel of Fig. 2 (our
array is a collection of these):

J

W @ W+J
Figure 2: A Discrete Time Channel with Additive Noise.

In that problem, both signal and jammer are assumed
of zero mean (i.e., E(W) = E(J) = 0), the signal power
is constrained by E(W?) = P, and the jammer power is
constrained by E(JQ) = N; furthermore, it is assumed that
W and J are independent. Hence, the channel capacity is
given by the mutual information expression I(W;W + J),
and of course is a function of the distributions of W and
J. Now, given this setup, the jamming game is defined as
one in which the jammer player chooses a distribution on J
to minimize I(W;W + J), while the signal player chooses a
distribution on W to maximice I(W;W + J). For a game
so defined, letting W* ~ A(0, P) and J* ~ N(0, N), it is
possible to show that W* and J* satisfy the saddlepoint
conditions

I(W; W4+ J) <I(WSWr+ ) <I(WS W+ )
and therefore that

minmax I(W; W 4+ J) =
7w

1 P
) log (1 + N)

and so the game has a value (the RHS of the last equation
is the capacity of a power-constrained gaussian channel).
In particular, it follows that a deviation from normality
for either player worsens the mutual information from that
player’s point of view, thus establishing what the optimal
transmitter and jammer should be.

This single-letter game formulation precisely answers our
question on the capacity of the array:

max min I(W; W + J)
W

o Mutual information is the natural cost function to
maximize/minimize by the transmitter/jammer of the
watermark signal: we are interested in computing the
capacity of a certain channel, and channel capacity is
defined in terms of I(-;-) [2].

e Playing this game independently on each single-letter
channel in our array is the optimal thing to do: any
. . . (%)
correlations existing among different w,
different ]fk) could be exploited by the other player in
order to increase/decrease mutual information to his
advantage.

or among



e From the sadq‘lepoint conditions, it follow_g that W)
should be N(0,T), and J* should be N(G, o°T).

This last point deserves special attention. In many ap-
plications, Gaussian distributions are used as an idealiza-
tion of some unknown distribution, and deviations from the
gaussian assumption typically result in a degradation of the
performance of the algorithms designed for the gaussian
case: a typical example is the approximation of a Minimum
Mean-Square Error (MMSE) Estimator by its linear ver-
sion, which in the gaussian case coincide. But we want to
emphasize that this is not at all what happens in our case.
For us, assuming the noise introduced by the jammer of the
watermark signal is gaussian is the worst, most conserva-
tive assumption we could have made: deviations from gaus-
sianity only help improve the performance of our detector.
This is so because what we are trying to do is communi-
cate the watermark signal reliably, even in the presence of
jamming noise; but gaussian noise is the hardest noise to
penetrate [2].

Finally we have that, as a function of the noise variance
o2, the capacity of the array is given by:

C’(a):ii:%log (1—1— cr%) = %log (1—1—;—2) (1)

k=1 i=1

3. EFFECTIVE STORAGE OF INFORMATION
IN THE ARRAY

After having established an upper bound on the number of
bits that can be stored in the array, in this section we show
how to design modulators to effectively do that.

In designing practical modulators, we are confronted with
a difficulty: because of the nature of the problem, at the
time the watermark is embedded in the image there is no
knowledge available on the amount of noise that will be in-
troduced in an attack; however, the storage capacity of the
array is a function of that noise variance. Suppose our goal
is to reliably distinguish M = 2° different watermarks: for
that purpose, we need to be able to store b information bits
in the array. Furthermore, suppose that the array consists
of N components: there are N storage devices available,
each of which has a fixed but unknown capacity (a func-
tion of the noise variance). The way in which we deal with
this uncertainty is by taking a conservative approach: we
store only one bit in each device, and then we study how
the probability of decoding error is affected as 6° changes.
The rationale for this is that by carefully designing modu-
lators, we may be able to obtain systems in which, in order
to bring the probability of decoding error of a watermark
to unacceptable levels, the amount of noise that needs to
be introduced is such that the original image is degraded to
the point of it becoming completely worthless. And further-
more, since partitions as the ones described in [4] typically
yvield N >> b, we can make our design even more robust to
attack, by mapping the b information bits to N channel bits
using a good (M, N) code [2], where M = 2° is the number
of distinct messages, and N is the block length of the code.

In order to store one bit in a device C¥) (as those shown
in Fig. 1), we pick as our channel waveforms two gaussian

vectors s(F)t = [sgk)’b . s;‘“)’b], with s()* ~ A/(0,T) and

b =0,1. A channel bit b = 0,1 is modulated by storing
W =gk jnto C*). To demodulate, given an extracted
sequence s, that sequence is correlated against both s(k)0
and s(¥)1 , and a decision is made based on which correlation
is highest. This is the optimal coherent detector for a known
signal observed in iid gaussian noise [3].

Note the following important fact about this proposed
modulator. The key of its robustness to attack lies in the
fact that the jammer does not possess exact knowledge on
the specific modulation waveforms used. Although for a
random choice of waveforms there is a nonzero probability
that both will lie close to each other (resulting in a device
with high probability of bit error), this is unlikely to hap-
pen: by a straightforward application of the Strong Law
of Large Numbers (SLLN), one can show that, for large n,
[|s° —s'||2 & v/2n (a.e.). Hence, if n is large enough, we can
conclude that with high probability the distance separating
our modulation waveforms will be large.

4. EXPERIMENTAL RESULTS

In this section we present some numerical simulations to
illustrate the performance of our proposed watermarking
technique. We use the standard test image Lena of size
512x512, and we brake it up into 4096 DCT blocks of size
8x8. We fix the number of information bits to store in the
image to b = 32: if these many bits can be stored in the
image reliably, then 2°? & 4.10° distinct watermarks can be
distinguished reliably, a number useful in practice. These
32 data bits are mapped to 4096 channel bits using a simple
(128,1,128) replication code.

In order to measure the robustness of our technique, we
estimate the probability of watermark decoding error for
different noise variances. We do this by taking a random
sequence of 32 bits, storing them in the image, adding noise
to the image, and retrieving the stored bits; we repeat this
process 1000 times, and we estimate the probability of error
as the ration of the number of incorrectly decoded water-
marks to 1000. Also, to measure how image quality de-
grades due to noise attempting to jam the watermark, we
compute the PSNR of the noisy image against the clean
original, for the different noise variances. Fig. 3 shows the
resulting curves.

We see in Fig. 3 that up to ¢ = 3.5, the number of
incorrectly retrieved watermarks over 1000 tests is zero, and
that for that value of o, a typical corrupted image achieves a
PSNR value of 28.81 dB only. In Fig. 4, we show an enlarged
eection of the original image and of the noisy version.

Finally, and not surprisingly given the simplicity of our
modulator, we find that for ¢ = 3.5, C(g) = 9970 bits,
significantly more than the 32 bits we can store reliably.

5. CONCLUSIONS

5.1. Summary

In this work we studied the problem of storing a watermark
that can act as a serial number for the digital image in which
it was inserted. We argued that in this context, a most im-
portant issue is to guarantee that a given watermark will not
be mistaken for another one. For this purpose, we developed
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Figure 3: On the robustness of our watermarking technique:
left, estimated probability of decoding error; right, PSNR
numbers for different amounts of jamming noise.

a model of the watermarking process based on an analogy
with a well studied and understood problem in communi-
cation theory. Using that intuition, we computed bounds
on the performance achievable by watermarking schemes,
and we developed a new technique. Experimental results
showed that, although our simple modulator is far from be-
ing able to pack into an image a number of bits close to
the maximum, at very low complexity it can pack enough
bits to be useful in practice: by reliably distinguishing over
4 billion watermarks, it would be possible to give one copy
of an image to each human being alive, and still be able to
trace every single one of them!

5.2. Future Work
Further work is required on the following issues:

e In our experiments we used a very simple replication
code. Using better codes (meaning, higher rate codes
having the same minimum distance as the replication
code), the number of bits that can be reliably stored
in the array can be increased: this would come at the
expense of added computational complexity, but that
is a tradeoff worth exploring.

o We need to perform rigorous experiments to figure out
what kind of distortions can be approximated by our
additive noise model, and which ones cannot. For ex-
ample, based on informal tests, we know that additive
noise is not a good model for geometric distortions.

e Although we have shown our modulator to be very ro-
bust to additive noise attacks, the fact that it is based
on a coherent detector is still a major weakness: fur-
ther work is required on the use of robust noncoherent
detectors in the demodulation process.

e For still images, it seems unlikely that significant
performance improvements can be obtained over the
methods proposed in [4] to break an image into ba-
sic components (DCT blocks, image subbands). How-
ever, a straightforward —frame by frame— application

Figure 4: Visual quality assessment: top, a section of the
original Lena; bottom, a section of the jammed Lena. For
this much degradation, over 1000 tests, all watermarks were
correctly retrieved.

of these techniques to video yields extremely poor per-
formance. Further work is required to identify how to
construct a suitable storage array for video data.

Our next step is to focus on the problem of how to define
a storage array for video data.
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